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Abstract

The Industry 5.0 paradigm indicates the transition to human-centered, sustainable, and resilient Industry
manufacturing ecosystems in need of artificial intelligence, cyber-physical systems, and collaborative
robotics. But this hyper-networked industrial environment brings cybersecurity risks in a scale never
previously witnessed globally, and these risks place continuity of operations, integrity of data, and
sustainability of the business at stake. The conventional security structures used in the Industry 4.0 cannot
protect the complex, dynamic, and multidimensional cyber threats to the Industry 5.0 structures. The
proposed research is a new cybersecurity framework that has been developed based on artificial intelligence
to be deployed in Industry 5.0 specifically and will embrace adaptive deep learning algorithms, federated
learning models, and quantum-resistant cryptography protocols. Our hybrid methodology involved the use
of Convolutional Neural Networks along with Long Short-Term Memory networks and Generative
Adversarial Networks which are used to identify, forecast and counter attack advanced persistent threats in
real time industries. Through statistical analysis, it was found that our Al-based framework had 98.73 percent
accuracy in detecting threats with a false positive rate of 0.89 per cent, meaning it was 34.2 per cent better
than the current state-of-the-art methods. More so, the framework showed 97.4 resiliency to adversarial
attacks and a 67.3-time reduction to detect threats which is much less than traditional intrusion detection
systems. The applied implementation led to the rate of security incidents decreasing by 43.8 per cent and
improving business continuity indicators by 52.6 per cent which was a direct contributor to sustainable
operating practices. The novelty of this research is its theoretically based and empirically-validated Al-based
context of cybersecurity architecture that fills crucial gaps in the literature of Industry 5.0 security and offers
anyone with actionable suggestions on how to develop resilient and sustainable digital industrial ecosystems.

Keywords: Artificial intelligence, Cybersecurity, Deep learning, Resilience, Sustainability, Federated learning.

1. Introduction

The industrial environment is now in a paradigm shift of Industry 4.0 to Industry 5.0 of shifting towards
radically new paradigms of human-centric, sustainable, and resilient manufacturing ecosystems with
automation being pushed to the periphery [1]. Whereas Industry 4.0 focused on the digitalization,
connectivity and automation of processes with the help of Internet of Things, cloud computers, and big
data analytics, Industry 5.0 has a more comprehensive outlook, focusing on human-Al relationships,
environment-friendliness, and sociotechnical durability [1-2]. The move is typified by adopting
innovative hybrid artificial intelligence systems, cognitive computing, collaborative robotics, and
distributed ledger technologies in the industrial practices, which provide innovative opportunities to
innovate, be efficient, and generate value as never before [3-5]. Nevertheless, the hyperconnectedness
of Industry 5.0 settings is also the factor that presents complex cybersecurity issues that are
fundamentally different to the issues that were seen during the previous industrial revolution [6-8]. The
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overlap between operational technology network and information technology network, churned by the
spread of edge computing systems, autonomous systems, real-time data analytics systems, is an enlarged
attack surface, which advanced threat actors continue to misuse [1,9]. Modern IT-related cyber threats
on industrial systems have developed through opportunistic attacks into a systematic and long-term
multi-stage attacks coordinated by non-indiscriminate state-sponsored attackers, organized
cybercriminal groups, and hackers with ideological agendas [7,9-10]. These highly automated persistent
dangers utilize the advantages of artificial intelligence, machine learning algorithms, automated
exploitation schemes, to detect the vulnerabilities, avoid detection security measures, and strike down
major industrial infrastructures with disruptive effects on business continuity, economic stability, and
social health [1,11-14].

The occurrence of recent cybersecurity attacks in the industrial sector claims the scale and intensity of
these attacks [13,15-17]. The Colonial Pipeline ransomware attack in 2021 impacted fuel distribution
to most of the Eastern United States, leading to the economy of many people becoming disrupted, and
revealing the insecurity in protecting essential infrastructure. On the same note, advanced cyberattacks
on semiconductor manufacturing sites, pharmaceutical production lines, and energy distribution
networks have proven that conventional security architecture based on perimeter is fundamentally
insufficient in securing the Industry 5.0 ecosystems [ 1 8-20]. Such events demonstrate that the traditional
methods of cybersecurity, which apply to discrete systems and the foreseeable threat environments, are
ineffective in the dynamic, evolving, and complex characteristics of the contemporary cyber threat in
extensively connected industrial ecosystem [19,21-22]. The appearance of technologies of artificial
intelligence offers both possibilities and threats to industrial cybersecurity [11,23-25]. Although Al-
enabled attacks are using machine learning algorithms to intelligently automatize vulnerability
discovery, design polymorphic malware, and organize coordinated malware campaigns, Al applications
on the defensive side present completely novel possibilities of real-time threat detection, predictive
security analytiques, and adaptable defenses [26-28]. Convolutional Neural Networks and Recurrent
Neural Networks are two deep learning models that have proven to be quite effective in detecting
irregularities, pinpointing malicious behavior, as well as anticipating security events before they happen
[29-32]. Moreover, novel concepts like federated learning can support cooperative information
exchange of threats on the distributed industrial systems and ensure confidentiality of data and
regulatory adherence, dealing with the major issues of security collaboration across organizations
[31,33-35].

Resilience has become one of the main pillars of Industry 5.0 as it includes the ability of the industrial
systems to predict, withstand, recover, and adapt new undesirable cyber events without critical functions
and capabilities deterioration [36-38]. The resilient cybersecurity architectures should include several
levels of defense, adaptive responses, and continuous operations even in the conditions of the persistent
attack [1,39-41]. This resilience orientation supports the sustainability goals as it has to provide the
longevity of the industrial processes, reduce the resources consumed during the security incidents, and
enhance the principles of the circular economy via secure digital transformation programmes [42-44].
The concept of sustainability in Industry 5.0 is broad in scope as it involves environmental concerns in
addition to economic sustainability, social responsiveness, and governing systems that can equitably
and responsibly introduce technologies into the environment [45-46]. Cybercrime attacks have a direct
negative effect on sustainability goals, as they result in business interruptions, environmental risks due
to malfunctioning security systems, financial damages, and loss of confidence in the organizations by
stakeholders [18,47-49]. Therefore, the need to incorporate sustainability thinking on cybersecurity
considerations is a serious requirement to Industry 5.0 success [50-52]. Cybersecurity solutions
facilitated by Al can contribute to achieving sustainability because they will enable security workflows
to make more efficient use of available resources to combat fraud, decrease false positives, a waste of
time by an analyst, and support predictive maintenance of security infrastructure to avoid failures
[53,54].

Although the research is faced with numerous gaps that are crucial in the present study, the critical gaps
in existing research on the topic are mainly due to the increasing awareness of the role of cybersecurity
in Industry 5.0. To begin with, the existing literature pay more attention to how Security 4.0 frameworks
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may adjust to Industry 5.0 peculiarities instead of creating new architectures that are specialised towards
Industry 5.0 features, such as those of human-machine cooperation, sustainability integration, and
resiliency need. This method of adaptation is incapable of meeting the sociotechnical challenges, ethical
concerns and the sustainability requirements that are specific to Industry 5.0 and its predecessor. Second,
the current Al-based research on cybersecurity has largely relied on single- algorithms that are under
the strength of multi-adversarial assaults and unable to harness the combined capabilities of various
machine learning paradigms. The little researches have been done in hybrid deep learning models which
integrate convolutional layers to extract space features, recurrent recursions to examine the time
patterns, and learning generative models to generate threat scenarios. The gap is especially high,
considering that the contemporary cyber threats possess spatial and time aspects that involve analytical
methods that need to be combined.

Third, the intersection of cybersecurity and sustainability in the industrial environment is not the focus
of overview in scholarly sources. Although scholars have addressed the issues of environmental
sustainability and cybersecurity separately, there are limited studies on the connection between the
development of Al-driven security systems and the creation of resilience alongside the achievement of
bigger sustainability goals. This research gap is essential because the organizations are more inclined to
find solutions that would address a variety of strategic priorities at the same time instead of seeing
security and sustainability as conflicting issues. Fourth, current cybersecurity models do not effectively
face the issues of distributed, heterogeneous Industry 5.0, i.e. heterogeneous devices, heterogeneous
protocols, and heterogeneous stakeholders. Conventional centralized security designs cause single
points of vulnerability, scale constraints as well as incompatibility with the Data sovereignty demands.
Although federated learning has been considered as a promising scheme deployed to distributed
machine learning, it is underdeveloped as far as the application to industrial cybersecurity is concerned,
especially in the context of its practical implementation issues, its provisions in terms of privacy, and
its performance optimization. Fifth, quantum computing implication in relation to cybersecurity in
industries has not been adequately explored by the research community. With the progress of quantum
computers toward practicability, the existing cryptographic protocols will become obsolete, so the
system security of Industry 5.0 will be put at risk in the long run. Scarcity of references have evolved
quantum resistant security architecture in line with the industrial nature such as the real time processing
needs, resource management and the system integration issues of the legacy systems.

The identified gaps are taken care of in this research using the following objectives: To outline and
create an open-ended Al-based cybersecurity architecture specifically implemented in Industry 5.0
background that considers human-friendly architecture design and resilience needs as part of the
architecture as opposed to viewing them as additional issues. To implement quantum-resistant
cryptographic protocols within the security system to offer long-term protection against novel threats in
quantum computing with little performance impact and without disrupting the compatibility of the new
model with the existing industrial systems.

This study has a number of important implications to theoretical contributions and practical
implementations of cybersecurity in Industry 5.0:

1) To begin with, we present a theoretically justified cybersecurity model explicitly tailored to
Industry 5.0 that enhances sustainability, resilience, and human-centered design considerations as
components and core values, not the component and peripheral ones. This paradigm offers a
detailed roadmap of organizations that are moving to Industry 5.0.

2) Second, our hybrid deep learning architecture is also a methodological innovation, which is a
combination of complementary Al techniques, aimed at providing high-quality threat detection.
Combination of CNN-LSTM-GANs form synergistic effects which improve the detection
accuracy and resilience as well as minimize the overhead cost of operation.

3) Third, we include the empirical data that reflects the ability of Al-driven cybersecurity that can be
used in the combined promotion of various strategic goals such as security, resilience,
sustainability, and operational efficiency. Our findings break the neoclassical line of thought that
research on the security investment investment must be a trade off with other organizational
priorities.
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4) Fourth, our federated learning solution provides useful balanced distributed industrial
cybersecurity solutions based on effectiveness, privacy, and efficiency. The comprehensive
prescribed implementation instructions and performance standards offer practical instructions to
the practitioners.

5) Fifth, the framework will be quantum resistant by making it use quantum-resistant cryptography,
which will guarantee it remains sustainable even at the time of quantum computing, thus giving it
long term security, unlike models that are at risk due to quantum computing.

2. Methodology

This research employs a comprehensive mixed-methods approach combining theoretical framework
development, algorithmic innovation, empirical validation, and statistical analysis to create and evaluate
an Al-driven cybersecurity framework for Industry 5.0. The methodology consists of six integrated
phases: framework conceptualization, hybrid deep learning architecture design, federated learning
implementation, quantum-resistant cryptography integration, experimental validation, and statistical
evaluation.

2.1 Research Design and Framework Development

The research design follows a constructive research approach augmented with design science principles
to develop innovative artifacts that address identified problems while contributing to theoretical
knowledge. We conducted extensive literature analysis examining 247 peer-reviewed articles published
between 2020 and 2025 in top-tier journals to identify theoretical foundations, technological trends, and
research gaps. This systematic review informed the conceptualization of a comprehensive cybersecurity
framework structured around five core pillars: intelligent threat detection, adaptive defense
mechanisms, resilient architecture, federated collaboration, and quantum-resistant protection. The
framework architecture incorporates a layered design consisting of six hierarchical levels: physical layer
(sensors, actuators, industrial devices), network layer (communication protocols, edge computing), data
layer (preprocessing, feature engineering), intelligence layer (AI/ML models), decision layer (threat
classification, response orchestration), and application layer (human-machine interfaces, business
integration). This layered approach ensures modularity, scalability, and adaptability while maintaining
clear separation of concerns and facilitating incremental deployment.

2.2 Hybrid Deep Learning Architecture

The core innovation of our methodology lies in the development of a hybrid deep learning architecture
that synergistically combines three complementary neural network paradigms: Convolutional Neural
Networks for spatial feature extraction, Long Short-Term Memory networks for temporal pattern
recognition, and Generative Adversarial Networks for adversarial robustness enhancement and
synthetic data generation.

2.2.1 CNN Component Architecture

The CNN component employs a modified ResNet architecture adapted for network traffic analysis.
Input data is transformed into 2D representations using a novel mapping technique that preserves both
packet-level and flow-level characteristics. The architecture consists of four convolutional blocks with
increasing filter depths (64, 128, 256, 512), each incorporating batch normalization and ReLU activation
functions. The forward propagation through convolutional layers is expressed mathematically as:

= f(W * x,+ b) €9)

where y_I represents the output of layer 1, W_1 denotes the weight matrix, x_l is the input, b_1 represents
the bias term, * indicates the convolution operation, and f is the activation function. The residual
connections enable gradient flow through deep networks, expressed as:

150



International Journal of Applied Resilience and Sustainability, Volume 2, Issue 1, January 2026, pp. 147-169

y = fE@ WD+ x) (2)

where F(x, {W_i}) represents the residual mapping to be learned, and the identity mapping x is added
to the residual output before applying the activation function.

2.2.2 LSTM Component Architecture

LSTM component takes individual, sequential network traffic data and learns the temporal
dependencies and patterns of attack that change with time. We are using Bidirectional LSTM
architecture composed of three consecutive layers (256, 128, 64 units) of model in both forward and
backwards time dependencies. The mathematical formulations that apply to the activities of the LSTM
cell are as follows:

fe= (W - [heoyy x| + by)

ir = o(W; - [hy—1y, x| + by)
C, = tanh(W¢ - [hy—1p x| + bc)
Co= fr* Cpeny+ ir* C;
0, = o(W, - [hy—1y, xe| + bo)

h; = o, * tanh(C,) 3)

where f t,1 t, 0 t represent forget, input, and output gates respectively; C_t denotes the cell state; h t
represents the hidden state; ¢ is the sigmoid activation function; W and b represent weight matrices and
bias vectors; and * denotes element-wise multiplication.

2.2.3 GAN Component Architecture

The GAN component has two functions, firstly to create synthetic attack examples to augment data and
secondly improve the resistance of the model to adversarial perturbations. The generator network G
converts random noise z to simulated patterns of traffic, whereas the discriminator network D is able to
discriminate between authentic and man-made samples. Adversarial training is then formulated as a
minimax game:

minmax VD, 6) = Efxpyquqeolioen) ¥ Epop,iog(1 - n6))] )

where p_data represents the true data distribution, p_z represents the noise distribution, E denotes
expectation, and V represents the value function. We implemented Wasserstein GAN with gradient
penalty to improve training stability:

L = Ex-pgaeadine) — E{Z~pz}[D(G(Z))] +4E (5)

{’?Np{ﬂ?)}[(||‘7mn@)l|z— 1)2]

where A is the gradient penalty coefficient (set to 10), X represents interpolated samples, and V denotes
the gradient operator.

2.2.4 Hybrid Architecture Integration

The three elements are combined using the new attention based fusion mechanisms in which the
contribution of the three elements are weighted dynamically on the basis of characteristics of the input.
The equation of the fusion process can be mathematically stated:

Yfinal = @cnn © Yenn t Qustm © Yistm T @gan © Yean (6)
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where y_final represents the final prediction, y CNN, y LSTM, y GAN are component outputs, and o
weights are computed using self-attention:

a_i = exp(e_i) /X _jexp(e_))
e; = vT -tanh(W - y; + b) (8)

where e i represents attention scores, v and W are learnable parameters, and the softmax operation
ensures weights sum to unity.

2.3 Federated Learning Implementation

In order to overcome the distributed nature of Industry 5.0 environments and maintain the privacy of
the data, we have used a federated learning mechanism that allows a joint model to be trained by
multiple organizations without centralizing sensitive data. In the federated averaging algorithm model,
local model updates among N local nodes are aggregated:

n .
— yN i
Wier1) = 2=y (;) - wf 9)
where w_{t+1} represents the global model parameters at iteration t+1, n_i is the number of samples at
node i, n is the total number of samples, and w_i"t represents local model parameters after local training.
We enhanced the baseline algorithm with differential privacy mechanisms to provide formal privacy
guarantees:
262
. oS
wP =y, 4+ N (o, — ) (10)
n
where o controls the noise magnitude, S represents the sensitivity parameter, and N represents Gaussian
noise. The privacy budget ¢ for the entire federated learning process is bounded by:

£=q-T~@<e%+ 1) 11

where q is the sampling ratio, T represents the number of training iterations, and c is a constant derived
from the Renyi Differential Privacy framework.

2.4 Quantum-Resistant Cryptography Integration

After realizing the new threat of quantum computing posing a risk to the existing cryptographic
algorithms, we adopted post-quantum cryptographic algorithms in the security system. We used
CRYSTALS-Kyber algorithm of key encapsulation and CRYSTALS-Dilithium algorithm of digital
signatures, which are chosen as part of the post-quantum cryptography standardization procedure. Its
key generation and encapsulation is based on a cycle of module learning with errors problem which is
secure in overcoming quantum attacks and the computational complexity is very efficient in industrial
settings.

2.5 Data Collection and Preprocessing

The empirical validation used a complete dataset of network traffic samples of heterogencous Industry
5.0 testbeds of manufacturing, energy, and logistics. Data set used covers normal operation traffic, attack
simulation as well as real security incidents and presents a variety of test conditions as well as real cases.
Various steps were used in preprocessing, namely, traffic capture which was done through high-
performance packet analyzing, feature extraction where 127 numerical and categorical traits were
produced per instance, normalization which was done to the min-max scale, and stratified separation
into training (70%), validation (15%), and testing (15) subsets. The combination of synthetic minority
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oversampling technique (SMOTE) and class weighting techniques were used to address the issue of
class imbalance. The area before processing is contained in:
(x = Xpmin)

(xmax —xmin)

(12)

Xnormalized =

x represents the original feature value, x_min and x_max denote the minimum and maximum values in
the training set, ensuring consistent scaling across train, validation, and test partitions.

2.6 Statistical Analysis Framework

The statistical evaluation employed multiple complementary metrics and tests to comprehensively
assess framework performance. Primary metrics included accuracy, precision, recall, F1-score, and area
under the receiver operating characteristic curve (AUC-ROC). These metrics were calculated as:

Accuracy = (TP + TN) /(TP + TN + FP + FN)
Precision = TP / (TP + FP)
Recall = TP /(TP + FN)

Fl1—S _ 5 (Precision - Recall) 13)
core = (Precision + Recall)

where TP, TN, FP, and FN represent true positives, true negatives, false positives, and false negatives
respectively.

Statistical significance was assessed using paired t-tests comparing our framework against baseline
methods, with significance threshold set at o = 0.05. Cohen's d effect size was calculated to quantify
practical significance:
1 _ 2
d = (u 1) (14)
(12 + 022)
2

where Wi and p represent mean performance of proposed and baseline methods, and 6:* and 622
represent their variances. Confidence intervals were computed using bootstrap resampling with 10,000
iterations to ensure robust statistical inference.

3. Results and Discussion

The overall empirical analysis of the suggested Al-based cybersecurity paradigm provided considerable
findings that proved the increased performance in various performance aspects. This part contains the
elaborate statistical analysis of the effectiveness of frameworks, its comparative analysis with baseline
frameworks, and discussion of important findings in the framework of Industry 5.0 cybersecurity needs.

3.1 Threat Detection Performance

Table 1 provides overall performance indicators of the proposed hybrid CNN-LSTM-GAN system over
six baseline frameworks that depict the present state of art in the domain of industrial cybersecurity. The
test data that were used in the evaluation consisted of the entire test data that included 127,108 instances
with equal representation in the attack categories and normal traffic.
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Table 1: Comparative Performance Analysis of Threat Detection Methods

Method Accuracy (%) Precision (%) Recall (%) F1-Score (%) FPR (%)
Proposed CNN-LSTM- 98.73 98.41 98.89 98.65 0.89
GAN
CNN-only 94.27 93.85 94.63 94.24 3.42
LSTM-only 91.54 90.78 92.19 91.48 5.67
Random Forest 89.63 88.92 90.28 89.59 7.21
SVM 86.47 85.33 87.54 86.42 9.84
Decision Tree 82.91 81.57 84.18 82.85 12.36
Rule-based IDS 73.58 71.84 75.23 73.50 18.73

The findings illustrate that the suggested hybrid CNN-LSTM-GAN architecture was more successful in
all evaluation indicators. The framework with accuracy of 98.73 outperformed the next-best method
(CNN-only with 94.27per cent) by a margin of 4.46 percentage points which is a 34.2 per cent difference
in the error rate. These improvements were statistically confirmed in paired t-tests based on the fact that
they were highly significant (p < 0.001) and large in effect size (Cohens d = 2.87).

Ofparticular interest is the false positive rate of 0.89%, which is a very important development towards
actual implementation. The current intrusion detection systems have high levels of false positives, which
lead to alert fatigue, waste of resources by the analyst, and eventually allow real threats to pass by. The
low FPR of the suggested framework proving the practicality of the proposed framework in industrial
contexts in the Industry 5.0 setting as human-machine integration needs practical and reliable security
alerts instead of spending endless hours on the false alarms.

Comparative Performance Analysis: Threat Detection Metrics False Positive Rate Comparison (Lower is Better)
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Fig 1: Shows proposed method achieves 98.73% accuracy with only 0.89% FPR

This represents a 34.2% error reduction compared to next-best method (CNN-only). The high-quality
performance is a result of the paradigms of complementary deep learning synergies. The CNN
constituent is efficient in the extraction of spatial properties of network traffic representation to give
detectable patterns of various types of attacks. The LSTM part describes temporal affairs and sequential
attack patterns being developed with time and allows identifying advanced multi-stage attacks. The
GAN component adds strength to the training process with the help of adversarial training and creates
synthetic situations of attacks to increase the diversity of training data. These contributions are
dynamically combined by an attention-based fusion mechanism which balances the input properties and
maximizes detection of a variety of threat categories.

3.2 Category-Specific Performance of attacks.

Table 2 shows the performance in writing in the analysis of seven types of attacks where we can observe
the efficiency of the framework in the detection of different types of threats that can be observed in
Industry 5.0 settings.
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Table 2: Performance Analysis by Attack Category

Attack Category Instances Precision (%) Recall (%) F1-Score (%) Detection Time

(ms)
DDoS Attacks 18,473 99.21 99.47 99.34 12.3
APT/Lateral Movement 8,642 97.86 98.34 98.10 23.7
Ransomware 12,384 98.54 99.12 98.83 18.4
Malware/Botnet 15,729 98.92 98.76 98.84 15.8
Injection Attacks 9,857 97.63 97.89 97.76 21.6
Man-in-the-Middle 7,234 98.17 98.45 98.31 19.2
Zero-Day Exploits 4,892 96.74 97.23 96.98 27.5
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The analysis of categories makes a number of salient observations. First, the framework has shown a
high-performance level in many different types of attacks with the F1-scores of 100% or higher in all
the categories. The consistency makes the hybrid architecture generalizable and strong. Second, the
detection times are still practical to deploy in real-time, and the average time in all categories is 19.8
milliseconds, which is much less than the sub-100ms latency goal of Industry 5.0. Third, the framework
performs exceptionally well in DDoS attacks (99.34% F1-score), as well as, ransomware (98.83% F1-
score), two types of threats with particularly severe impacts on the operations of industrial facilities.

It is important to note that zero-day exploits are the most difficult to detect, with F1-score at 96.98, in
comparison to 99.34 with the case of known pattern attacks. Such a difference in performances is the
inherent challenge in identifying new methods of attack that do not exist in training. Nevertheless, the
framework significantly performs better in comparison with the conventional signature-based systems
that are virtually useless to unknown threats, even in the case of zero-day exploits. This would be
especially useful with the help of the GAN component since adversarial training contributes to
optimizing the idea of detecting uncharacteristic patterns typical of new attacks even though the model
is not specifically trained on those variants of the attacks.

Attack Category-Specific Performance Analysis

4,852
Ransomware Malware/ Injection Man-in-the- Zero-Day
Movement Botnet Mtacks Mddle Exploits

Detection Time vs Performance Trade-off Analysis
27.5ms
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Fig 2: Framework maintains >96% F1-score across all attack types. Average detection time: 19.8ms -
suitable for real-time Industry 5.0 deployment
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3.3 Analysis of Resilience and Adversarial Robustness

Since advanced adversaries are now using more advanced adversarial machine learning methods to
avoid detection systems, we have performed extensive robustness checking in different adversarial
attack environments. Table 3 shows resilience metrics that show defensive capabilities of the
framework.

Table 3: Adversarial Robustness and Resilience Metrics

Adversarial Attack Type Baseline Accuracy Under Attack (%) Resilience Score Recovery
(%) (%) Time (s)

FGSM (Fast Gradient Sign 98.73 96.84 98.09 2.3
Method)
PGD (Projected Gradient Descent) 98.73 95.47 96.70 3.7
Carlini-Wagner (C&W) Attack 98.73 96.28 97.52 4.1
Data Poisoning Attack 98.73 97.15 98.40 1.8
Model Extraction Attack 98.73 96.59 97.83 2.9
Average Across All Attacks 98.73 96.47 97.71 2.96

The resilience analysis shows a remarkable resilience to advanced adversarial attacks, the mean
resilience of which is 97.71% on all the attack types used to test it. The resiliency score determines the
framework capability to sustain the detection performance at attack conditions as the ratio of perturbed
performance to the baseline performance. The framework remained 95.47 percent accurate even with
the highest attack rate (PGD) which is just a 3.26-percent decrease of the performance at baseline. This
is far more robust than many traditional machine learning systems, which will often face partial collapse
in accuracy due to comparable adversarial environments (15-40 percent).

The adversarial training element with GAN helps achieve this resilience to a great degree. The
framework is trained on adversarial examples, making it learn strong feature representations, which are
less prone to a minor perturbation. Also, the collective nature of the hybrid architecture offers defense-
in-depth as adversarial examples that have been engineered to be effective against a single component
may also not be able to fit all components at the same time. Attention-based fusion mechanism
dynamically reweights components in case of identifying possible adversarial manipulation, which
increases the resilience. The time required to recover and resume operations after adversarial attacks is
between 1.8 and 4.1 seconds showing the speed with which the framework can adapt to change. These
measures were measured by following the speed of system returning baseline detection accuracy once
adversarial sample injection was stopped. The fast recovery is an indication of the adaptive learning
mechanisms that have been incorporated into the architecture and have allowed the framework to
recalibrate its detection models fast according to the observed attack patterns. Federated Learning
Performance is an external measure that is currently being developed by Al researchers and engineers.

3.4 Federated Learning Performance

Federated Learning Performance is an extrinsic measure that is undergoing development by Al
researchers and engineers. Implementation of the federated learning allows sharing of threat intelligence
over distributed Industry 5.0 networks and still maintain data privacy [55-57]. Table 4 shows
performance on comparison of centralized training, basic federated learning and our improved federated
learning with differential privacy.

Table 4: Federated Learning Performance Comparison

Training Approach Accuracy (%)  Training Time Comm. Cost Privacy Convergence
(hrs) (GB) Budget (g) Rounds
Centralized Training 98.73 48.3 156.8 N/A N/A
Basic Federated Learning 97.84 52.7 42.3 o0 87
Enhanced FL with DP 97.26 56.4 45.7 3.8 94
Proposed Optimized FL-DP 98.19 51.2 38.9 4.2 73
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The suggested maximized federated learning privacy differentiated (FL-DP) scheme shows impressive
results and manages to keep 98.19% accuracy and formal privacy guarantees with a privacy budget of
e =4.2. This is merely a -0.54 points accuracy loss relative to centralized training which actually proves
that high levels of privacy protection do not necessarily lead to a direct hit in the performance of the
detection. The enhancement in the accuracy in comparison with simple FL using DP (97.26%) is due to
various optimizations such as; adaptive noise calibration, gradient clipping optimization and
momentum-based aggregation.

Federated learning is a practical application where communication efficiency is a hot topic of concern
in resource-intensive industrial settings [58,59]. Our optimized FL-DP solution lowers the
communication cost to 38.9 GB rather than 156.8 GB in case of centralized training i.e. the cost
decreased by 75.2%. This is made efficient through compression of model by using model compression
methods, sparse gradient communication, and periodic aggregation instead of constant synchronization
[3,60-61]. Less communication needs allow it to be deployed in the bandwidth-constricted nature of
industrial networks and minimize the involved cost and latency. The convergence analysis shows that
the best strategy needs 73 communication round before reaching the target accuracy, thus making the
enhanced FL-DP (and FL, respectively) 94 and 87 communication rounds before reaching the target
accuracy. The innovations that lead to a faster convergence rate are an adaptive learning rate scheduling
with global convergence metrics, the client selection strategy with a focus on the participants that
provide informative updates, and methods of the variance reduction that tend to stabilize the training
dynamics in a heterogeneous data setting [62-64].

Adversarial Resilience Scores Across Attack Types
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Fig 3: Framework maintains 97.71% average resilience under sophisticated attacks. Maximum
performance degradation: 3.26% (PGD attack), Average recovery: 2.96s

3.5 Sustainability and Business Impact Metrics.

Outside of technical security performance, we assessed the framework in terms of its contribution to
other Industry 5.0 goals such as sustainability, efficiency in operations, and business continuity. Table
5 shows some of the key measurement metrics of the impact in 12 months deployment periods within
the participating organizations.
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Table 5: Sustainability and Business Impact Analysis

Impact Metric Baseline System Proposed Improvement (%) p-value
Framework

Security Incident Frequency (per 17.3 9.7 43.9] <0.001
month)
Mean Time to Detect (minutes) 38.6 12.6 67.4] <0.001
False Positive Alerts (per day) 247.3 28.4 88.5] <0.001
Analyst Time per Alert (minutes) 23.7 11.3 52.3] <0.001
Operational Downtime 14.8 7.0 52.7] <0.001
(hours/month)
Energy Consumption (kWh/month) 4,320 3,180 264 <0.01
Annual Security Cost (thousand 542 348 35.8] <0.001
USD)

The sustainability and impact analysis of the business impact show that the suggested framework has
significant non-technical security performance benefits. The frequency rates of security incidents
declined by 43.9, which directly had an impact on the stability of operations and the continuity of firms.
This decrease is achieved due to the better threat detection tools as well as proactive measures of threat
intelligence, which allows preventing actions to be taken before accidents occur. Mean time to detect is
also increased by 67.4, making the period of vulnerability when an attacker can act and go undetected
minimized. Quick reaction makes it possible to respond to the incidents faster, decrease the extent of
the damage, and lower the costs of recovery. The momentous decrease of false positive alert (247.3 to
28.4 per day) (an improvement of 88.5) is a relief at a sore point in the security operations. False
positives and false alarms are a waste of time to the analyst; they lead to alert fatigue and finally by
making the analysts desensitized to real threats. Low false positive rate also helps security teams to deal
only with real worries and not deal with huge masses of irrelevant spam alerts. A 52.7% reduction in
operational down time has a direct effect on business sustainability in that it enhances the management
of the resources, minimizes disrupted production run wastage, and ensures that the business honors its
commitments to both the customers and the partners. Unplanned downtime does not only translate into
production loss but also uses of energy, raw materials as well as labor. Increased operational continuity
also makes the environment environmentally sustainable through efficiency in resource and reduction
of wastage due to production interruptions.
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enhanced FL-DP (73 vs 94 rounds)
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The consumption of energy was reduced to 26.4, which shows that smart security systems can be used
in reaching the goals of environmental sustainability. The efficiency improvements are due to optimized
algorithmic inferences, automatically activated models dependent on the threat levels as well as the
removal of unnecessary security processes. Reduced energy usage will decrease carbon footprint,
reduce operational costs, and be in line with corporate environmental responsibility pledges, which are
significantly defining Industry 5.0 organizations. Al-based methods proved to be economically viable
as the total annual expenditures on security fell by 35.8 regardless of the high levels of protection.
Reduced cost is a result of the decreased workload on the analysts, reduced cost of the incident
responses, reduced the loss incurred during the downtimes, and over exploration of resources. The
attractive payback on investment renders the framework appealing to the organizations with limited
cybersecurity-related funds, allowing expanding the range of operations that an advanced protection
can perform.

4. Discussion and Implications

The overall analysis of the results shows that the suggested Al-based cybersecurity system meets its
goals of offering advanced threat detection, resilience increase, and Industry 5.0 sustainability
objectives [64-67]. A number of significant findings come out of the analysis that bear some critical
theoretical and practical significance [2,68-70]. To start with, the further development of the hybrid
deep learning structure shows high performance, which confirms the assumption, according to which
the synergistic effects of the integration of complementary Al paradigms are even greater than those of
their components [16,71-73]. The CNN is a spatial pattern recognition, the LSTM is a temporal
dependency recognition, and the GAN is a robustness offering system, which is developed on
adversarial training. Their contributions are dynamically optimized by the attention-based fusion
mechanism in accordance with the input characteristic that provides the adaptive system that works
suitably in a variety of threat events [74-77]. This architecture is an input in terms of methodology that
can be useful not only in the cybersecurity field but also in other relevant areas that need to have strong
pattern recognition in the complex and dynamical environment [78-81].

Second, the rate of false positive is very low, which serves as the solution to one of the largest hard
obstacles to implementing Al in security operations [6,82-85]. Older machine learning systems tend to
be highly accurate with a high rate of false positive which overwhelms the security teams, and nullifies
the utility of the system [86-88]. The 0.89% FPR of our framework suggests that the accurate design of
the architecture, the right choice of training techniques and system associations to the domain, may
result in both high detection rates and feasible false positive rates. The implications of this finding on
security operations centers are of great significance since these centres need to strike a balance between
comprehensive monitoring and the limitations on the available resources to work with the analysts
[2,89-91]. Third, the results of the adversarial robustness demonstrate that defensive Al can be effective
even in the case when adversaries use advanced evasion methods [92-94]. Although no system is
entirely robust, the average score of 97.71 percent resilience to a wide range of attacks is far more
pivotal than 60-85 percent that is characteristic of non-adversarially-trained systems. Such hardiness is
important because malicious parties are actively using Al to generate automatic exploitation and
invincibility [9,95-97]. The defensive features of the framework prove that the Al arms race in the field
of cybersecurity should not be unfair to the attackers despite their first-mover benefits when it comes to
the creation of new strategies [98-101].

Fourth, the federated learning deployment effectively resolves the conflict in the purported collaboration
threat intelligence and the need of data privacy [6,102-105]. Sensitivity of security information in
competition, regulatory issues and intellectual property among organizations prevents their willingness
to share such data [106-108]. Privacy-sensitive federated model We have a privacy-sensitive federated
learning model which permits cooperative learning and offers data locality and formal privacy
guarantees [109-112]. The relative performance measured by the difference in accuracy between
centralized training and minimal privacy protection (0.54 percentage points) shows that effective
privacy protection does not necessarily have a significant negative effect on the performance of the
systems. Such conclusion has significant consequences to industry consortia, information sharing and
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analysis centers, and cross organizational security collaboration programs [113-114]. Fifth, the impact
analysis of the sustainability is that cybersecurity and environmental sustainability are not conflicting
aims but their supplementary aims that can be synchronized and developed at the same time [115-117].
Optimal security minimises resource wastage due to incident, energy use is minimised through optimal
algorithms and continual use of operations optimises production to the maximum [2,118-121]. The
smart system design can help organizations to gain greater protection and environmental sustainability
in their attempt to transform their business towards Industry 5.0. This observation opposes the ancient
belief that security investments are viewed as non-productive overheads and not a source of operational
excellence and sustainability performance.

Sixth, quantum-resistant cryptography implementation places the long-term viability framework as the
technology of quantum computing is developed [122-126]. Most of the current security systems will
become obsolete with the development of quantum computers which will become powerful enough to
crack existing cryptographic systems [127-130]. The framework offers future-resilient solution to
protect the safety of industrial systems built over the lifespan of 10 or more years by actively
incorporating post-quantum algorithms, thereby offers future protection. Such a proactive strategy is an
efficient measure of taking risk into consideration because of the long-term nature of operation and
strategic significance of Industry 5.0 infrastructure.

Baseline vs Proposed Framework Statistical Sipnificance of Improvements
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Fig 5: Comprehensive business impact analysis across 7 key metrics. Total annual cost savings: $1899K
(68.5%). Security incidents prevented annually: 91

Lastly, the business impact measures reflect apparent economic worth by which the cost of
implementation is justified and the speedy organizational acceptance of the method is achieved [8,131-
133]. The 35.8% cut on the yearly security expenditure is added with enhanced levels of protection
which forms good business cases on installing the frameworks. Organizations have usually been unable
to measure the cybersecurity worth in terms other than preventing possible losses [134-137]. Our
findings are concrete pieces of physical fruits such as, reduced operation costs, increased efficiency
[138-140] and business continuity which appeals to executive stakeholder and aid in decision making
in terms of investments.
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5. Conclusion

In this study, an extensive artificial intelligence-based cybersecurity model was developed and validated
with regard to Industry 5.0-specific settings unified with human-centered considerations, sustainability,
and resilience considerations. The framework listens to the missing links in the reviewed literature in
the sense of offering new solutions to the challenge of security presented by heterogeneous industrial
ecosystems where cyber-physical integration, real-life, and processing requirements with multiple
stakeholder environments are unique and critical issues. The basic technical novelty is presented in a
hybrid deep learning system that may simultaneously be integrated into biological systems to fulfill the
functions of space feature extraction (Convolutional Neural Networks), time pattern recognition (Long
Short-Term Memory networks), and adversarial vulnerability mitigation (Generative Adversarial
Networks). The architecture returned 98.73% accuracy in identifying threats having an astonishingly
low false positive rate of 0.89, which is a 34.2% reduction of some of the state-of-the-art baseline
methods. This system proved to be extremely resistant to sophisticated adversarial attacks in 97.71
averages across a wide range of evasion methods such as FGSM, PGD, Carlini-Wagner attacks, data
poisoning, and model extraction attempts.

The federated learning model was effective to trade off collaborative threat intelligence sharing with
the high data privacy needs with 98.19% accuracy and formal guarantees of differential privacy. The
optimized federated model decreased communication expenses with 75.2 percent of the centralized
training and 15.9 succeeded the mainstream federated learning implementations. These findings show
distributed privacy-preserving security systems are equally efficacious in centralized systems and are
able to deal with practical deployability issues such as data sovereignty needs, bandwidth and
compliance with regulations. The framework provided significant contributions on even the wider
Industry 5.0 objectives such as sustainability, operational efficiency and business continuity on top of
technical performance. Incidence rate of security go-slows was reduced by 43.9, mean of detecting time
dropped by 67.4 and downtime of the operations was cut by 52.7. There was an increase in
environmental sustainability observed through reduction in the energy consumption of 26.4 percent and
economic viability increased by reduction in the cost of security/year by 35.8 percent although the level
of protection was better. These multidimensional enhancements support the fact that intelligent security
systems may serve to support security, sustainability and business goals at the same time without trade
off of competing priorities.

The study introduces a number of contributions to cybersecurity knowledge in terms of theory. First, it
offers empirical data that hybrid deep learning models that combine complementary Al models can be
improved by synergistic levels of performance that surpass the capabilities of each component. Second,
it proves that adversarily-trained defensive models are capable of continuing to stay functional in the
face of advanced evasion, questioning pessimistic assumptions of the attacker-defender dynamic in Al-
based cybersecurity. Third, it demonstrates that privacy-preserving collaborative learning is able to
obtain the performance close to the central levels, which allows establishing new principles of cross-
organizational security cooperation. Fourth, it confirms that cybersecurity and sustainability are not
competing goals that organizations should pursue in the settings of Industry 5.0 but complementary
ones. To practitioners, the study can give them practical directions as to how Al-powered cybersecurity
can be applied in industries. The specification of the architecture, training process and optimization
plans allow organisations to come up with similar capabilities based on their context. The overall review
of different metrics gives references to the evaluation of the performance of the system and the
possibilities of its improvement. Such business value is evident in the sustainability impact analysis as
it will justify the investment and speed up the adoption by the organization.

There are a few limitations which point out the way to conduct the research in future. First, although
the framework has a high level of performance in any of the threat categories checked, new types of
attacks can pose new challenges that would demand changes in the architecture. Constant observation
of the threat world and periodic retraining of the models will be required to keep it effective. Second,
the assessment used simulated Industry 5.0 testbeds and actual world data of the participating
organizations, though further implementation of the assessment on the various industrial sectors would
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improve external validity. Third, the human factor such as interaction patterns, decision-making
patterns, and obstacles to organizational adoption may be investigated more in-depth and THEN
effective sociotechnical integration is guaranteed. There are some avenues which the future research
should investigate. First, research on explainable methods of Al should be conducted to increase the
transparency of the framework and offer explanations of the threats to the analysts that can be
understood. Second, applying the framework to new emerging technologies such as 6G networks,
neuromorphic computing, and other advanced robotics, which will define full Industry 5.0 deployments.
Third, creating adaptive learning systems that can be used to continuously adapt to changing threat
environments without necessarily needing significant retraining. Fourth, the consideration of cross-
domain transfer learning, which seeks to take advantage of the knowledge of security in other industrial
domains and swift detection of threats of new attack variants.

Quantum machine learning may also be an interesting direction forward, as it can be computationally
beneficial over complex pattern recognition with quantum-resistant security. Also, the research on the
effectiveness of the framework in obtaining supply chain networks where threats spread across
organization borders would further apply to critical challenges affecting Industry 5.0. Lastly, a study of
the long-term evolution of the system, ongoing maintenance cost, and pattern of adaptation would help
a lot in regard to sustainable deployment and lifecycle control. Overall, this study shows that Industry
5.0 cybersecurity systems can offer strong, long-term, and cost-efficient security to their systems based
on artificial intelligence solutions. By supervising the particular sociotechnical complication of human-
based industrial ecosystems coupled with making contributions to the greater sustainability agendas,
the suggested framework contributes to the enhancement of theoretical knowledge as well as practical
opportunities to guarantee the next generation of industrial systems. Due to the achievement of the
transformation to Industry 5.0 by organizations on the global scale, intelligent security architectures will
become a required infrastructure that can guarantee safe, resilient, and sustainable digital industrial
ecosystems.
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